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Abstract  Photostimulation has been instrumental in the past two decades for 
studying the structural synaptic plasticity and functional connectivity of neuronal 
circuits. With the advent of optogenetic strategies, this approach has been further 
expanded and used to identify the neuronal substrates of behavior via monitoring 
and modulating the activity of specific neuronal types in vivo. To date, however, 
photostimulation has been mainly implemented via full-field illumination and laser 
scanning protocols, which suffer from limited selectivity and stop short of generat-
ing asynchronous and spatially distributed neuronal firing patterns, characteristic 
for brain activity.

In this chapter, we discuss advances in using novel light patterning techniques 
which allow shaping illumination to create flexible spatiotemporal photostimula-
tion profiles over large ensembles of neurons, as well as onto subcellular com-
partments. Specifically, we describe two light patterning strategies implemented 
through intensity and phase modulation, respectively. We illustrate the underlying 
physical principles, their applications to date, and the scope and limitations of each 
method, in an attempt to bridge the gap between the development of optical tech-
niques and their use for neuroscience experiments.

9.1 � Introduction

A central goal of systems neuroscience is to describe behaviors in terms of the 
neuronal circuits that control them. This is particularly challenging in the mam-
malian brain because behaviors are thought to rely on widely distributed neuro-
nal representations that are technically difficult to monitor at large scales, or to 
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manipulate at cellular resolution. Understanding the function of neuronal circuits 
requires monitoring large populations of neurons in the intact brain, while simulta-
neously perturbing specific circuit elements. This is a hard problem since functional 
imaging and electrophysiology studies have revealed that neuronal representations 
of sensory-motor information in many brain regions are spatially distributed and 
asynchronous. In addition, the spatial and temporal scales of physiological phenom-
ena vary widely. Depending upon the question of interest, one may need to probe 
neuronal activity at micrometric scale, at the network level, or across brain regions, 
over milliseconds to several days.

In the past two decades, due to its noninvasive nature, light has been used as a 
tool to monitor the structure and activity of neuronal systems [1]. The flexibility in 
design of functional imaging setups, together with the diversity of available chemi-
cal and genetically encoded calcium [2–4] and voltage [5–7] indicators, have al-
lowed researchers to address a wide range of issues ranging from structural synaptic 
plasticity [8, 9], dendritic integration [10–14], and functional connectivity [15–18] 
to circuit dynamics and the neuronal substrates of behavior [19–21].

As a complement to functional imaging, photostimulation techniques can be 
used to probe brain circuits by specifically manipulating neuronal activity. In par-
ticular, the advent of optogenetic actuators, allowing bidirectional control of neu-
ronal firing [22–24], has made it feasible to map functional connectivity across the 
brain and assess the roles of genetically identified neuronal types in network com-
putations [25]. Furthermore, this approach has advanced our understanding of brain 
architecture and function by relating anatomical structures to their roles in behavior. 
Commonly used photostimulation techniques have the advantage of simplicity, as 
they rely on genetic targeting to determine the specificity of stimulation and on the 
use of full-field illumination (mostly through optical fibers) to deliver light into 
brain preparations [26, 27]. Technical accessibility has, indeed, been an important 
factor in ensuring the fast spread and success of optogenetic manipulations.

However, of late scientists have started investigating the potential of more so-
phisticated optical techniques to overcome some limitations of full-field light stimu-
lation [28, 29]. We describe in this chapter, two innovative optical methods referred 
to as light patterning techniques that enable simultaneous stimulation of multiple 
neuronal targets by flexibly shaping the illumination. Patterned illumination strate-
gies allow the generation of flexible spatial and temporal photostimulation profiles, 
which, in combination with multiphoton imaging of neuronal activity, electrophysi-
ological recordings, and optogenetic manipulations, provide an ideal framework 
toward achieving optical control of neuronal activity.

9.1.1 � Why Do We Need Light Patterning?

Until recently, targeted photostimulation and imaging of multiple neuronal structures 
have been almost exclusively performed by sequential scanning. In this approach, a 
collimated laser beam is either focused by an objective lens in a diffraction-limited 
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volume or sent into the sample as a pencil of parallel light and steered through the 
field of stimulation by galvanometric mirrors. Laser scanning photostimulation has 
been successfully used in conjunction with uncaging of neurotransmitters [30–35] 
and in optogenetic experiments that map functional connectivity in [36–38]. The 
major limitation of this approach lies in the need to sequentially stimulate multiple 
targets. Although recent techniques such as resonant scanning [39, 40] and acousto-
optical deflectors (AODs) [41–44] have allowed scanning at high frequencies (hun-
dreds of Hz to KHz), the actual number of targets that can be stimulated within a 
physiologically relevant time window (a few milliseconds) remains constrained by 
the dwell time at each site. In turn, the dwell time is determined by the specifics 
of the excitation process and the photochemical properties of light-sensitive com-
pounds. In the case of optogenetic actuators (opsins), these also include activation 
time and single-channel conductance [45, 46]. Thus, sequential approaches become 
unfavorable in experiments where a large number of sites needs to be probed and 
when the necessary dwell time is on the order of a millisecond or longer [47]. Under 
these conditions, patterned illumination techniques that shape the stimulation light 
in order to target multiple structures simultaneously provide a valuable alternative.

9.1.2 � General Principles of Light Patterning

A simple example of light patterning is a configuration where the sample is illumi-
nated by an array of micro-LEDs (Fig. 9.1a). The illumination light path in the mi-
croscope can be set up such that an image of the array is formed at the focal plane of 
the objective lens (Sect. 9.2.1). In this case, by switching ON and OFF any micro-
LED in the array, the user can gate the illumination within corresponding regions 
in the sample (Fig. 9.1a). This principle of operation is general in light patterning 
techniques, where the illumination of the sample is shaped by an array of discrete 
actuators, generally referred to as spatial light modulator (SLM), placed in a remote 
location, but optically coupled to the focal plane of the microscope objective.

To understand the physical principles behind different types of light patterning 
strategies, it is convenient to introduce a formal notation, which describes light as 
an oscillating electromagnetic field. The light electromagnetic field, as any other 
propagating wave (Box 1), is a function of both space and time (imagine ripples in 
a pond). However, in the context of light patterning, the temporal dimension can be 
discarded, as if taking a snapshot at a particular moment, and light can be described 
as an electromagnetic field oscillating in space. Along the same lines, it is sufficient 
to represent light as an oscillating electric field:

� (9.1)

where ( )A r
�  is the maximum amplitude of the oscillation in a given location r�  and 

( )rψ �  is its phase, that is the angle within the oscillation cycle (Box 1).

( )( ) ( ) i rE r A r e ψ=
�� �
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BOX 1: Wave Propagation

The amplitude of a wave propagating in one dimension (x) can be repre-
sented as a periodic function described in terms of sines and/or cosines. For 
example:

� (9.14)

where, A is the maximum amplitude of the oscillation and k
�

 is the wave vec-
tor of magnitude 2π/λ, whose direction corresponds to the propagation direc-
tion. To describe a propagating wave with velocity �v , Eq. (9.14) is modified 
to include a constant ( )a  ( ω, angular velocity) denoting how much the wave 
has travelled in a time interval, t.

� (9.15)

The argument of the cosine term (ψ) denotes the relative position within the 
oscillation cycle, also known as phase.

The above equation can be rewritten in terms of exponentials using the 
Euler’s formula:

� (9.16)

where

� (9.17)

For mathematical convenience, usually the imaginary part is also included in 
the equation which can be written in an exponential form:

� (9.18)

( ) ( )cos , ,E kx A k x=
� �� �

( ) ( )( ) ( ), cos · cos · cosE x t A k x vt A k x t Aω ψ= − = − =
� �� � � �

cos sin ,iAe A iAψ ψ ψ= +

( ) AcosiReal Ae ψ ψ=

( , ) cos sin iE x t i Ae ψψ ψ= + =
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In order to perform light patterning, the amplitude of the light electric field at 
the sample ( )( )E r

�  needs to be modulated. This is implemented by modifying ei-
ther the intensity ( )2( ) ( )I r r∝� �

 or the phase ( )( )rψ �  of the light electric field at a 
remote location using an SLM. One very convenient remote location is a plane 
conjugated to the front focal plane of the microscope objective. An SLM placed 
at this particular location will be imaged at the sample (the front focal plane of the 
objective, Fig. 9.1a). If the maximum amplitude of the light electric field ( )( )A r

�  
is modulated at the SLM plane, the same modulation will apply to all conjugated 
planes, one of which is the sample plane. This strategy is extensively used in “in-
tensity-modulation” light patterning techniques, described in Sect. 9.2. However, 

a b

Fig. 9.1   Light patterning. Cartoon schematics illustrating the general principle of intensity (a) and 
phase (b) modulation. a Intensity modulation is obtained by placing a digital micromirror devices 
(DMD) or an LED array in a plane conjugated with the sample plane, such that the intensity pattern 
generated by the DMD/LED is imaged into the sample. b Phase modulation is obtained by placing 
an SLM in a plane conjugated with the back focal plane of the microscope objective. The phase 
profiles generated by the SLM are transformed by the objective lens into the desired intensity pat-
tern at the sample
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this is not the only option. Another possibility is to modulate the phase of the light 
electric field ( )( )rψ �  in order to create specific interference patterns that generate 
the desired light intensity pattern at the sample (Fig. 9.1b). This strategy is adopted 
in “phase-modulation” light patterning techniques, such as digital holography de-
scribed in Sect. 9.3.

As defined above, the term SLM applies to any device used for either intensity 
or phase-modulation light patterning techniques. However, numerous studies in the 
field use it to refer specifically to phase-modulation devices, as we will also do 
throughout this chapter.

9.2 � Light Patterning by Intensity Modulation

9.2.1 � General Principle

A simple way of achieving light patterning is by using a light source composed of 
discrete actuators that can be individually turned ON and OFF. If such a source is 
imaged onto the sample (Fig. 9.1a), this results in a 2D pixelated illumination pro-
file, which can be flexibly shaped. A common way of implementing this idea is to 
place a micro-LED array at a plane conjugated to the objective plane. LED arrays 
are cheap and illumination patterns can be modified at kHz rate [48]. In biological 
applications to date, the maximum available power is limited [48], and the number 
of mini-actuators used is generally small (64 × 64) [48], restraining the number of 
possible light patterns. However, new developments in microfabrication technolo-
gies allow the construction of more powerful high-density micro-LED arrays [49].

Alternatively, digital light processing (DLP) technology can be used as a means 
of generating and displaying precise spatiotemporal light patterns. DLP was in-
vented by Larry Hornbeck at Texas Instruments in 1987. This is the basis of all the 
digital projector systems, including those used today to screen motion pictures in 
the USA. At the heart of this technology lies a digital micromirror device (DMD) 
which consists of a large number of independently controllable micrometer-scale 
mirrors (e.g., 1024 × 768), each one representing one pixel at the sample. A CMOS 
chip placed underneath each micromirror stores one bit of information (1 or 0) 
translated into the ON/OFF position. When the DMD chip is illuminated by an ex-
ternal source, the light reflected by each micromirror in the ON position is directed 
toward the optical path, whereas the light reflected by micromirrors in the OFF 
position is physically blocked. Each micromirror can be independently switched 
ON/OFF at microsecond timescale to create arbitrary light patterns. A DMD device 
can be used to project not only binary patterns, but also graded ones. The brightness 
of any pixel at the sample can be modulated by the duty cycle (ratio of ON vs. OFF 
states per unit time) of the corresponding micromirror. For example, in an 8-bit 
system, one can achieve 255 shades of grey [50].
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9.2.2 � Optical Configurations

The LED array/DMD is imaged onto the sample using a pair of lenses (a telescope). 
Generally, the lens closest to the sample is the objective, while the other one is 
called the “tube” lens (TL—because traditionally it was placed in a tubular holder) 
(Fig.  9.2a). A convenient configuration consists in placing the LED array/DMD 
at the focal plane of the tube lens (i.e., at a distance equal to the tube lens focal 
length, f1), while ensuring that the distance between the tube lens and the objective 

a c

b

Fig. 9.2   Light patterning by intensity modulation—optical configurations. a An LED array is 
imaged into the sample using a telescope formed by the tube lens ( TL) and the microscope objec-
tive. b A beam expander formed by lenses L1-L2 magnifies a laser beam to illuminate the DMD 
chip. The light reflected by the DMD is projected into the sample via a TL and the microscope 
objective, resulting in a pencil of parallel light carrying the desired pattern. c The output of a DLP 
projector is imaged onto an intermediate plane using an SLR lens. This intermediate pattern is fur-
ther imaged into the sample with a telescope formed by the TL and the objective. In all configura-
tions, a dichroic mirror ( DM) is placed above the objective to rotate the illumination beam so that 
it impinges perpendicularly onto the back aperture of the objective
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is the sum of their focal lengths (f1 + f2). What determines the choice of the lenses? 
The ratio of the focal lengths (f2/f1) is the demagnification ratio and sets the size 
of the field of stimulation (FoS). Depending upon the desired FoS size and given 
the focal length of the objective, the required focal length of the tube lens can be 
calculated using Eq. 9.2:

�
(9.2)

In case of DMD chips, an additional telescope (called the beam expander) is used 
to bring the LASER/LED light to the DMD and to expand it to match the size of 
the chip (Fig. 9.2b). Since the intensity of light from extended sources such as arc 
lamps/LED decreases steeply with distance, it is desirable to place the light source 
as close as possible to the DMD. This is not necessary if the light source is a col-
limated laser beam.

Another possible configuration involves a commercial projector, which comes 
with its own DMD chip along with an internal light source and an output lens 
(Fig. 9.2c). Since the projector output beam is tilted with respect to the optical axis 
(~ 10–20°), the projector should be placed on a stage such as to compensate for this 
angular displacement and ensure that light comes out parallel to the optical axis. A 
second lens is further needed to collimate (as much as possible) the beam. Since 
the projector output beam is highly divergent, it is advisable to place this lens as 
close as possible to the projector to minimize power loss. Single light reflex (SLR) 
camera lenses have wide acceptance angles and are therefore ideally suited for such 
high-divergence conditions. In addition, they are corrected for coma and spherical 
aberrations, which can otherwise significantly distort the projected patterns. The 
SLR lens creates an image of the DMD chip at an intermediate position which can 
be further treated as a new object to be imaged at the sample using a tube lens and an 
objective as described above (Fig. 9.2c). Within this configuration, it is important 
to choose the tube lens with a short focal length to minimize light loss due to high 
divergence. Note that usage of a short focal length tube lens also increases the size 
of the FoS for a fixed objective. Therefore, a trade-off must be reached between the 
desired size of FoS and the focal length of the tube lens. To achieve a large FoS, a 
typical microscope objective can also be replaced with an SLR lens. The temporal 
resolution is limited by the refresh rate of the projector, usually in the range of 
60–360 Hz. In single-chip projectors, rapidly spinning a color wheel to combine ap-
propriate RGB components for each pixel creates the illusion of color to the human 
eye. To utilize the full refresh rate of single-chip projectors, it is therefore useful 
to remove the color wheel from the optical path (complete disconnect usually has 
undesired effects). The output color can be modified for a variety of optogenetic 
actuators by placing excitation filters in the optical path.

Examples of light patterns obtained with a DMD setup similar to the one de-
scribed in Fig. 9.2b are shown in Fig. 9.3.

2

1

 
f

FoS size Object size
f

=
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9.2.3 � Choice of the Light Source

The choice of light source is critical and has important consequences for photostim-
ulation experiments. A simple and cheap solution is to use LEDs (a noncoherent 
source), which come in different colors and have high luminance for effective op-
togenetic manipulations. Since noncoherent light cannot be perfectly collimated, 
the effective power decreases steeply with distance from the light source, imposing 
constraints in the ability to stimulate opsins [26].

Other noncoherent light sources, including the arc lamps found inside projec-
tors, have generally high power and a wide wavelength spectrum, thus permitting 
multicolor excitation.

If power is still limiting (for example, when photostimulating multiple large re-
gions), lasers can be used as light sources for a DMD. Laser light is coherent and 
propagates through space with minimal power loss, which makes it possible to place 
the light source farther from the DMD. Additionally, the photostimulation pattern 
at the sample has higher contrast between its ON and OFF pixels compared to non-
coherent sources. This is due to the fact that it is impossible to focus noncoherent 

c

a b

Fig. 9.3   Example DMD patterns. a DMD spots reproducing the shape of glomeruli in the olfac-
tory bulb, projected onto a thin (1 μm) fluorescent layer and imaged with a CCD camera. b Left: 
image of a 20-μm-diameter spot projected with a DMD. Right: Lateral intensity profile for the spot 
shown on the left. c (1–2) Three DMD spots were targeted into the glomerular layer of a sagit-
tal olfactory bulb slice, from a transgenic mouse expressing ChR2-YFP in the olfactory sensory 
neurons. (3) Wide-field images of the emitted florescence from regions in the sample illuminated 
by the DMD spots. (4) Two-photon image of the same slice: photobleached regions indicate the 
location of the DMD spots previously shown. Note the precise spatial correspondence between the 
desired and actual location of the projected photostimulation patterns
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light from an extended source (such as a lamp or an LED) to a diffraction-limited 
spot or equivalently to create sharp edges in the pattern. The disadvantage is that 
laser light will produce higher-order diffraction replicas of the pattern ( ghosts) from 
the physical edges of the micromirrors. To get rid of the ghost patterns, a variable 
aperture diaphragm can be placed in the optical path.

9.2.4 � Trade-off Between Field of Stimulation Size and Resolution

The use of a telescope to image the DMD or LED array into the sample determines 
the size of the FoS, as well as of individual excitation spots (pixels). The latter is 
defined as the theoretical resolution of the photostimulation system. The size of 
individual pixels and of the FoS is determined by the ratio of the focal lengths of 
the objective and the tube lens (demagnification, Eq. 9.2). There is, thus, a trade-off 
between the maximum size of the FoS and the resolution. For example, let us con-
sider a gallium arsenide LED array (64 × 64, 20 µm diameter, 50 µm spacing) [48] 
imaged onto the sample with a 1:1 size ratio (using same focal length lenses). This 
results in an FoS of ~ 3 × 3 mm2. The theoretical resolution in this case is simply the 
size of an individual LED (~ 20 µm). To obtain a better resolution (e.g., ~ 2 µm), the 
entire LED array needs to be demagnified 10 times at the sample using appropriate 
lenses, which also results in 10 times smaller size of the FoS (~ 0.3 × 0.3 mm2). For 
the same reasons, in case of a DMD, the size of an individual pixel at the sample 
and the size of the FoS are inversely related. Since DMD devices have large number 
of micromirrors, it is theoretically possible to have a much smaller excitation spot 
(~ 1 µm) at a reasonable FoS size (~ 1 mm) (Table 9.1). However, in practice, this is 
a lower bound, since the actual photostimulation resolution is constrained by scat-
tering in the sample.

9.2.5 � Applications

Over the past decade, DMDs have been used not only as projection systems, but 
also in a wide variety of other applications. In epifluorescence microscopes, DMDs 
have been placed in the illumination path to shape the excitation beam. DMDs have 
also been integrated in confocal microscopes to achieve spatial discrimination in the 
absence of a pinhole [51].

Patterned illumination strategies using DMDs for optogenetic stimulation are 
becoming increasingly popular. Initially, such approaches were successfully used 
to stimulate light-sensitive ionotrophic glutamate receptors in cultured neurons [52] 
and ChR2-expressing ganglion cells in retinal explants [53]. DMD technology has 
been used to deliver light to select regions of the spinal cord in zebrafish [54, 55] 
and in immobilized C-elegans [56]. Recently, behavioral tracking of locomoting C-
elegans was combined with DMD technology to illuminate target sites in a closed-
loop design [57, 58].
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DMD-based optogenetic stimulation has been effectively combined with neuro-
nal readout methods, such as extracellular or patch clamp recordings. A commercial 
projector system was used to excite input nodes called glomeruli (one at a time) in 
the olfactory bulb (OB) of genetically engineered mice that express ChR2 in the 
terminals of olfactory sensory neurons (OSNs) [59, 60]. Simultaneous extracellular 
recordings from pairs of output neurons (mitral/tufted cells) enabled the investiga-
tion of the interplay between common input and lateral local signals within the cir-
cuit [59] and temporal integration rules in different brain regions [60]. In zebrafish, 
DMD technology coupled to optogenetic activation was used to excite ensembles 
of mitral cells [61], as well as genetically targeted interneurons in the OB [62]. 
Varying the distribution of pixels in the ON vs. OFF states (at a carrier frequency 
of 20 Hz) allowed the manipulation of the synchrony of neuronal ensemble activa-
tion. Simultaneous intracellular recordings in a cortical target region allowed them 
to investigate the role of input synchrony in determining the firing rate/spike timing 
of target cells [61].

Further, DMD stimulation can be coupled with two photon microscopy to read 
out activity patterns from a large number of cells as opposed to one or a few cells 
accessed by electrical recordings (Sect. 9.3.11).

All these studies demonstrate the effectiveness and the potential of using DMD-
based approaches for optogenetic manipulation of neuronal ensembles coupled to 
various readout methods for studying neuronal circuit dynamics.

9.2.6 � Limitations

Light propagating deep into biological tissues is subjected to scattering. This is an 
important constraint for one-photon light patterning techniques (Table 9.1), since 
scattering deteriorates the spatial precision of stimulation and causes ballistic power 
loss (that is loss of nonscattered photons). For example, the mean free path in brain 
slices for light of 405 nm is 25 μm [63]. This corresponds to a residual power of 
< 2 % at a depth of 100 μm from the surface of the slice. Because of the use of longer 
excitation wavelengths and its nonlinear nature, two-photon illumination is more 
resistant to scattering and thus the technique of choice to image and photostimulate 
deeper in the brain [64, 65]. Unfortunately, two-photon stimulation requires high 
power exactly due to nonlinear absorption processes. This approach is not com-
patible with intensity-modulation techniques since light patterning is obtained by 
blocking the illumination light in pixels corresponding to off-target locations at the 
sample, which results in substantial power loss. Within these constraints, a more ef-
ficient strategy is shaping the illumination such that all available light is redirected 
toward the targets in the sample. In phase-modulation light patterning techniques, 
this is achieved by modifying the phase of the illumination light using an SLM de-
vice as described in Sect. 9.3.
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9.3 � Light Patterning by Phase Modulation

9.3.1 � General Principle

The phase of a wave can be defined as the fraction of the oscillation cycle that the 
wave has travelled at a particular time point. Referring back to Eq. (9.1), describ-
ing the electric field oscillating in space at a given time, the phase is given by the 
angle ψ:

� (9.1)

It is helpful to introduce the concept of wavefront, as the spatial envelope of all 
points where the light electric field has the same phase at a given time. For example, 
a collimated laser beam has a planar wavefront, since the light electric field at all the 
points in any plane perpendicular to the direction of propagation has the same phase 
(Fig. 9.4a). Modulating the phase of a light beam can thus be thought of as changing 
the shape of its wavefront. This is a recurring event in any optical setup. For ex-
ample, a lens focusing a collimated laser beam into a point is an SLM that changes 
a planar wavefront into a spherical one (Fig. 9.4a), while a diffraction grating is 
an SLM that produces a phase gradient equivalent to a tilted wavefront (Fig. 9.4b). 
The shape of the wavefront impinging on a lens (e.g., on the microscope objective) 
determines the light distribution beyond that lens. For example, a collimated laser 
beam (planar wavefront) will be focused at the focal point of the objective. How-
ever, a divergent laser beam (convex wavefront) will be focused beyond the focal 
plane, and a convergent beam (concave wavefront) will be focused before the focal 
plane (Fig. 9.4c). Introducing a tilt in the wavefront at the back aperture of the ob-
jective displaces the focused point laterally in the front focal plane of the objective: 
the larger the tilt, the bigger the lateral displacement (Fig. 9.4d).

Thus, through simple modifications (curvature, tip, or tilt) of the wavefront 
shape at the back focal plane of the microscope objective, the intensity distribution 
can be altered at the sample and the focused laser point can be displaced in 3D. 
By implementing more elaborate modulations of the wavefront, arbitrary intensity 
patterns can be obtained, including multiple spots in 2D and 3D, as well as light 

( )( ) ( ) i rE r A r e ψ=
�� �

Table 9.1   Comparison of intensity and phase based patterned illumination techniques
Intensity modulation techniques Phase-modulation techniques

Size of FoS ~ several mm2 < 400 x 400 x 400 µm3 (2p)
Spatial resolution x-y ~ 1–10 µm; z ~ 1–100 µm Superior, x-y and z ~ 1 µm (2p)
Tissue axial penetrance Poor, < 100 µm Superior, < 500 µm (2p)
Temporal resolution 60 Hz–5 KHz Nematic LC-SLM, 60–200 Hz
Number of targets Tens-hundreds Few tens (2p)
Coupling to imaging/
ephys readout methods

Easy to implement Easy to implement
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profiles reproducing the shape of biological objects (i.e., cell bodies, dendritic or 
axonal branches). This principle constitutes the basis of phase-modulation light pat-
terning techniques such as digital holography [66–68], described in this section.

9.3.2 � Optical Configuration

In digital holography, light patterning at the sample is obtained by modulating the 
phase of a collimated laser beam at the back focal plane of the microscope objec-
tive. Since the back focal plane of the objective is not physically accessible, phase 
modulation is implemented by placing an SLM in a conjugated plane. The SLM is 
composed of a 2D matrix of ~ 500,000 liquid crystals, hence its name—liquid crys-
tal spatial light modulator (LC-SLM, Box 2). Each LC-pixel can be independently 
controlled to introduce a desired phase delay to the incident light. The overall wave-
front modulation is the envelope of the individual LC-pixel contributions.

a b

c d

Fig. 9.4   Wavefronts. a A planar wavefront propagating parallel to the optical axis is transformed 
by a lens into a spherical wavefront. The light is focused into a diffraction-limited spot at the focal 
point of the lens. b The propagation direction of a planar wavefront is changed by a diffraction 
grating. Note that, for simplicity, only the + 1 diffraction order is represented. c Examples of con-
cave ( left) and convex ( right) wavefronts impinging onto the back aperture of a microscope objec-
tive. Light is focused by the objective in a point above and below the focal plane, respectively. 
d Example of tilted wavefronts impinging onto the back aperture of a microscope objective. Light 
is focused into a diffraction-limited spot laterally displaced from the focal point of the objective. A 
steeper tilt ( right) causes larger displacement
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Box 2: Technical Specification of DMD and LC-SLM Chips

Digital Micromirror Device

The digital micromirror device (DMD), as the name suggests, is an array 
of aluminium micromirrors manufactured by Texas Instruments. It comes 
in various array sizes such as extended graphics array (XGA, 1024 × 768), 
super-extended graphics array (SXGA + , 1400 × 1050), etc, each micromirror 
dimension being either 13.7 or 10.8 µm. The reflectivity is usually high for a 
broad range of visible wavelengths (400–700 nm). Each micromirror can be 
tilted at an angle of − 12° or + 12°, with respect to the normal (perpendicular 
to the DMD plane), by a hinge that runs diagonally. Each mirror is electroni-
cally controlled to switch between ON (+ 12°) or OFF (− 12°) positions inde-
pendently. A CMOS static random access memory (SRAM) cell underneath 
each mirror determines the direction of the tilt by electrostatically pulling 
either of its two free corners. The process of loading the memory cell with 
a 1 or a 0 is decoupled from the physical movement of the micromirrors, 
which is synchronized to a separate clock signal. This signal can be applied 
to specific sectors, or to the whole chip all at once. The optomechanics are 
robust enough to avoid hysteresis in the movement of the micromirrors. Un-
der normal operation, the mirrors must sit at either of the two tilts and can 
only return to rest (0°) when the array is set into the “parked” mode. The time 
it takes for the entire array to refresh is ~ 150 µs, making it ideal for fast and 
precise temporal control. Basic functions to operate the DMD via control 
boards can be implemented in software available from the manufacturers in 
conjunction with LABVIEW or C/C++.

Liquid Crystal Spatial Light Modulator

Each pixel in a liquid crystal spatial light modulator (LC-SLM) chip is com-
posed of a layer of liquid crystals (LC) sandwiched between the two poles 
of a transparent electrode. LC are birefringent materials characterized by a 
molecular anisotropy, resulting in perpendicular axes of symmetry with dif-
ferent associated refractive indices (ordinary and extraordinary): The actual 
refractive index experienced by light travelling through the LC depends on 
the relative orientation between these axes and the polarization plane of the 
incident laser beam [72]. A change in the applied voltage causes the LC mol-
ecules to reorient, triggering a change in refractive index.

Since the amount of phase delay experienced by light in a medium is pro-
portional to the refractive index, spatial phase modulation can be achieved by 
varying the voltage applied within each pixel of the SLM. The relationship 
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A schematic of a typical setup for digital holography is represented in Fig. 9.5. 
A collimated laser beam is used as the illumination source, to ensure that a planar 
wavefront impinges onto the SLM plane. The beam is first magnified by a beam 
expander (L1-L2 in the figure), in order to fully illuminate the LC-SLM chip. The 
beam is then reflected by the LC-SLM onto a second telescope (L3-L4) that pro-
duces an image of the LC-SLM chip in the back focal plane of the microscope 
objective. This telescope must be aligned in a 4 f configuration, meaning that its 
composing elements (LC-SLM, L3, L4, objective back aperture) are at focal dis-
tances from one another (Fig. 9.5). This configuration is convenient, since it allows 
access to two fundamental planes of the optical system: a plane conjugated to the 
back focal plane of the objective (Fig. 9.5, blue), where the LC-SLM chip sits and 
where the phase modulation occurs, and a plane conjugated to the front focal plane 
of the objective (the sample plane, Fig. 9.5, green). Within this configuration, a real 
magnified image of the actual pattern projected into the sample is formed around 
the L3 front focal plane, allowing rapid visual inspection.

9.3.3 � Algorithms for Digital Holography

The main goal of digital holography is to establish what phase distribution at the 
back focal plane of the microscope objective (and hence at the LC-SLM) will result 
in the desired light intensity distribution into the sample. The back focal plane of the 
objective (also called pupil plane) sits inside the lens and is not directly accessible, 
but, for practical purposes, it can be approximated by the back aperture. Determin-

between the applied voltage and the resulting phase modulation (lookup ta-
ble, LUT) is typical of each instrument and generally provided by the manu-
facturer. Often, instead of the actual voltage value, the LUT is specified in 
terms of number of bits (which express the grey levels) sent to the computer 
interface performing the digital-to-analog (D/A) conversion.

The velocity of re-orientating the LC molecules within each pixel depends 
on the LC material, on the thickness of the LC layer, and on the type of volt-
age signal applied to the electrode [72]. These parameters, together with the 
choice of the D/A interface, determine the maximum refresh rate of the LC-
SLM (Sect. 9.3.6).

In reflective LC-SLMs, a dielectric mirror is mounted behind the LC layer. 
In order to minimize light loss, the reflectivity of the mirror needs to be high 
(> 90 %) for the wavelength of interest. This requires the mirror to be appro-
priately coated. It is possible to coat the mirror with multiple layers in order 
to achieve high reflectivity for a wider range of wavelengths at the expense of 
potentially compromising the flatness of the mirror, a key parameter to assure 
uniform phase modulation across the LC-SLM chip.
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ing the phase profile at the back focal plane can be solved computationally, and 
many algorithms have been developed to generate phase profiles (masks) that result 
in 2d or 3d light patterns of choice. a complete review of these algorithms [69–72] 
is beyond the scope of this chapter. however, it is important to illustrate some basic 
strategies which may help the reader understand the physical principles underlying 
digital holography.

Generating a 3D Distribution of Diffraction-Limited Spots  one can place a dif-
fraction-limited spot in 3d by creating an appropriate phase profile at the back 
aperture of the objective. in order to analytically determine this phase profile, the 
phase ( )ψ  at each point of the back aperture needs to be expressed as a function of 
the spot position in the sample space r r r( (x ,y ,z ))r

�
. By describing the phase at the 

back aperture in polar coordinates, φ (azimuth angle) and ρ (normalized radius), the 
phase profile generating the target spot can be written as follows (for derivation, see 
Botcherby et al. [73]):

�
(9.3)

where λ  is the wavelength of the light and sin*n α  is the numerical aperture (Na) 
of the objective. The lateral displacement of the target spot is controlled by the first 

( ) ( )2 22
, , sin cos sin sin 1 sin ,p p p pr n x y z

πψ ρ φ ρ α φ ρ α φ ρ α
λ

≈ + + −�

Fig. 9.5   digital holography—optical configuration. a beam expander formed by lenses l1-l2 
magnifies a laser beam to illuminate the lc-SlM chip. a telescope formed by lenses l3-l4 
images the LC-SLM chip onto the back aperture ( back focal plane) of the microscope objective. 
The objective transforms the phase profile implemented by the lc-SlM into the desired intensity 
pattern at the sample. Note that a magnified replica of this pattern is formed at the front focal plane 
of l3. a dichroic mirror (dM) placed above the objective rotates the illumination beam, so that it 
impinges perpendicularly onto the back aperture of the objective

 



2519  Patterned Photostimulation in the Brain

two terms of the equation, which depend on φ  and describe a tip (x displacement) 
and tilt (y displacement) in the phase. The axial (z) displacement (lens effect) of the 
target spot is controlled by the last term in the equation. The electric field generat-
ing the target spot can then be obtained by substituting the phase ψ into Eq. (9.1):

�
(9.4)

The principle of superposition of waves allows one to calculate the total electric 
field resulting in a 3D distribution of multiple spots by simply summing the electric 
fields corresponding to each independent spot:

�
(9.5)

To reconstruct exactly ETOT at the back aperture of the microscope objective, modu-
lation of both the phase and the amplitude of the electric field is required (Eq. 9.5). 
However, 3D spot patterns can still be generated by modulating only the phase. An 
easy way is to calculate ETOT, but consider only the resulting phase modulation as 
the LC-SLM mask, discarding the intensity component ( superposition of prisms 
and lenses) [74]. This algorithm is fast and directs light to the target spots rather 
efficiently [69]. However, since the algorithm neglects the intensity component, the 
light distribution among different spots is not uniform, especially if the desired pho-
tostimulation pattern contains symmetrical arrangements of spots. Adding a random 
term to the phase of individual spots improves the uniformity of the intensity pattern 
in the sample ( random superposition) [75]:

�
(9.6)

Neuronal targets are often not symmetric, in which case the random superposition 
algorithm might be good enough for practical purposes. Efficiency and uniformity 
can be further improved using iterative algorithms, such as Gerchber-Saxton [76] 
and weighted Gerchber-Saxton [69, 77], at the expense of computational load.

Generating Arbitrary 2D Patterns  When aiming at photostimulating neuronal cell 
bodies and projections, one needs to generate extended 2D patterns, shaped on the 
target structures. Creating these patterns by placing multiple individual spots next 
to each other is computationally expensive [72]. A shortcut has been used for cal-
culating extended patterns in the front focal plane of the microscope objective. This 
strategy exploits a fundamental property of light diffraction, namely the fact that 
the light electric field at the back focal plane of a lens is the Fourier transform (FT) 
of the light electric field at its front focal plane [78]. Knowing the desired intensity 
distribution at the front focal plane of the microscope objective, it is then possible to 
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derive the corresponding electric field at the back focal plane by simply taking the 
FT. Importantly, an exact solution of the FT requires modulation of both intensity 
and phase. One way around this problem is, again, to discard the intensity modu-
lation of the light electric field at the back focal plane of the objective and use an 
iterative algorithm to generate an optimized phase mask.

An example is the iterative Fourier transform algorithm [66, 79], based on the 
Gerchber-Saxton routine [76] (Fig. 9.6). Briefly, an initial electric field is calculated 
at the front focal plane of the objective, combining the desired amplitude distribu-
tion with a random phase:

� (9.7)

A first iteration is performed by:

a.	 calculating the FT of E0, which corresponds to the electric field at the back focal 
plane of the objective (as if virtually propagating E0(x, y) from the front to the 
back focal plane of the objective):

� (9.8)

where x’, y’ are the coordinates for a given point in the back focal plane;

b.	 discarding the amplitude of G0 and substituting it with the amplitude profile of 
the laser beam impinging on the LC-SLM (generally a 2D Gaussian):

� (9.9)

0 )
0
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Fig. 9.6   Iterative Fourier transform algorithm ( IFTA). Schematic of the IFTA algorithm used to 
generate 2D holographic patterns, as described in Sect. 9.3.3
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c.	 applying an inverse FT (FT−1) to G1, thus obtaining an updated value for the 
desired electric field at the front focal plane of the objective (as if virtually prop-
agating G1(x’, y’) from the back to the front focal plane of the objective):

� (9.10)

The intensity distribution at the sample is calculated as the squared amplitude of 
E1(x, y) and then compared with the desired intensity pattern. If the two are suf-
ficiently similar (least square minimization), the algorithm ends here. If further im-
provement is required, the amplitude of E1(x, y) is discarded and substituted with 
the desired amplitude distribution, while the phase is conserved:

� (9.11)

A second iteration cycle begins. The algorithm rapidly converges to an optimal 
solution, after ~ 8 iterations [66].

Examples of 2D and 3D patterns obtained by the algorithms described above and 
imaged on a thin fluorescent cover slip are shown in Fig. 9.7.

9.3.4 � Resolution and Precision of Stimulation

In intensity modulation techniques, theoretical resolution is determined by the size 
of the micromirror in a DMD, or miniaturized light source in an LED array im-

E x y FT G x y1
1

1( , ) ( , )= − ′ ′

1( , )
2 ( , ) ( , ) i x y

DE x y A x y e ψ=

a b

c

Fig. 9.7   Example holographic patterns. a Holographic spots were targeted onto CA1 neurons 
in a hippocampal slice ( top). Images of the holographic patterns projected onto a thin (1  μm) 
fluorescent layer ( bottom) (Adapted from Zahid et al. [82]). b Top: two-photon fluorescent image 
of a dendrite of a pyramidal neuron in a mouse cortical slice. Red dots indicate desired positions 
for the photostimulation spots. Bottom: Image of the photostimulation spots generated by digital 
holography (Adapted from Nikolenko et al. [67]). c 3D distribution of holographic spots ( top: y–z 
projection; bottom: x–y projection) (Adapted from Yang et al. [77])
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aged at the sample. This one-to-one correspondence between SLM actuators and 
illumination pixels in the sample is lost in digital holography, where the LC-SLM is 
placed in a plane conjugated to the back focal plane of the microscope objective. As 
a result, the light diffracted by every actuator (pixel) of the LC-SLM contributes to 
all points of the pattern in the sample.

The theoretical resolution of a digital holography system is generally defined as 
the size of the smallest diffraction-limited spot generated at the front focal plane 
of the microscope objective. This, in turn, is determined by the numerical aperture 
(NA) of the objective. Specifically, if the back aperture of the objective is complete-
ly filled by the holographic beam, the resolution is equal to the objective resolution 
(Abbe limit) at the chosen illumination wavelength, just as in imaging systems:

�
(9.12)

where λ  is the wavelength of the illumination light, NA  is the numerical aperture 
of the microscope objective, and n is the refractive index. In experimental configura-
tions where the back aperture of the objective is underfilled, the resolution depends 
on the actual numerical aperture ( /objNA f r= , where fobj  is the focal length of the 
objective and r  is the radius of the holographic beam at the back aperture).

To maintain maximum resolution when placing spots in 3D, it is important to 
take into account spherical aberration. Indeed, microscope objectives perform as 
ideal (aberration free) imaging systems only at the focal plane (sine configuration), 
while the image (in this case the holographic pattern) is rapidly degraded by spheri-
cal aberration as it is displaced away from the focal plane [73]. Luckily, it is pos-
sible to use the LC-SLM to compensate for spherical aberration [77, 80].

Note that in digital holography, extended spots are generated by shaping the illu-
mination wavefront (iterative Fourier transform algorithm), without underfilling the 
back aperture of the microscope objective. This results in an improvement of both 
lateral and axial precisions with respect to spots of the same size obtained by under-
filling the back aperture of the objective with a Gaussian beam (Fig. 9.8) [66]. For 
example, for a 0.8 NA objective, the axial resolution (measured as full-width half 
maximum of the light intensity profile) of a holographic spot scales as 2× the diam-
eter of the spot (as opposed to the square of the diameter for Gaussian spots) [66]. 
The precision further improves in two-photon photostimulation (Sect. 9.3.7), due to 
nonlinear effects and the axial resolution (for similar NA objective) is comparable 
to the spot diameter [81]. For currently available opsins and caged compounds, a 
single-cell body can be efficiently stimulated with a spot of 10–15 µm diameter 
[66, 82–84], which corresponds to an axial precision of 20–30 µm or 10–15 μm for 
one-photon and two-photon digital holography, respectively. In many cases, this 
precision is sufficient for simulation of single cells, when working at a minimum 
(but reliable) light power regime [66, 82].
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9.3.5 � Trade-off Between FoS Size and Resolution

In digital holography, the FoS cannot be thought of simply as a scaled version of 
the LC-SLM chip. However, a relationship between the size and number of the 
LC-SLM pixels and the extent of the FoS can be derived following the laws of dif-
fraction.

For determining the 2D FoS, one can exploit, once again, the fact that the front 
and back focal planes of the objective are related by an FT. A first step is to calcu-
late the actual electric field at the back focal plane, which is the electric field at the 
LC-SLM, spatially magnified by a telescope (L3-L4 in Fig. 9.5). This electric field 
can be described as the continuous holographic profile broken up into discrete units, 
each corresponding to individual pixels of the LC-SLM (Fig. 9.9a). Mathematically, 
the LC-SLM chip imaged in the back aperture of the objective is represented as 
the convolution of a comb function with periodicity equal to the interpixel distance 
and a rectangular (rect) function representing the shape of individual pixels. These 
functions, when multiplied by the electric field corresponding to the holographic 
phase profile, give the actual electric field at the back focal plane of the objective.

The second step consists in propagating the discretized electric field thus calcu-
lated to the front focal plane by inverse FT. The result is illustrated in Fig. 9.9b: note 
how FT converts multiplications into convolutions and vice versa. Importantly, the 
resulting light pattern at the front focal plane of the objective is filtered (convolved) 

a b

c

d

Fig. 9.8   z-profile of holographic spots. Images of a holographic (a, b) and a Gaussian spot (c, d) 
of the same diameter. Lateral (b, c) and axial projections are compared (Adapted from Lutz et al. 
[66])
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by a sinc function arising as the inverse FT of the pixel rect function. This trans-
formation results in an inhomogeneous, bell-shaped lateral intensity profile of the 
following form [71, 77]:

�

(9.13)

(Ispot: intensity of a holographic spot at any location in the focal plane of the objec-
tive; I0: intensity of a spot at the focal point of the objective; a: size of the image 
of one pixel of the LC-SLM at the back aperture of the objective; fobj: focal length 
of the objective; x y, : coordinates at the sample plane).

The ratio ( I Ispot / 0) is referred to as relative diffraction efficiency of the system. 
Most of the available power (> 90 %) is contained in the first order of the sinc func-
tion, whose first zero values at 0 0 /objx y f aλ= =  define the accessible FoS. In 
many applications, the FoS is further limited to the region where relative diffraction 
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Fig. 9.9   Inverse Fourier transform of the light electric field between the back and the front focal 
plane of the objective in digital holography. a Back focal plane: The image of the LC-SLM at the 
back focal plane of the objective is the convolution of a comb function with periodicity equal to 
the interpixel distance, and a rect function representing the shape of an individual pixel. This func-
tion is multiplied by the electric field corresponding to the holographic phase profile. b Front focal 
plane: The inverse Fourier transform ( FT−1) performed by the objective converts convolution into 
multiplication and vice versa. As a consequence, the desired holographic intensity pattern is con-
volved by the product of a comb function with a sinc function ( FT−1 of the LC-SLM comb function 
and the pixel rect function, respectively). SLMψ : phase profile at the LC-SLM/back focal plane; 
a : pixel size at the back focal plane; λ : wavelength of the illumination light; fobj : focal length 
of the microscope objective
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efficiency is ≥ 50 %, which ensures higher uniformity of intensity and avoids ghost 
spots (Sect. 9.3.8).

Note that the extent of the illumination field is inversely proportional to the size 
of the LC-SLM pixel imaged at the back focal plane of the objective. As a conse-
quence, the resolution and extent of the FoS are not independent. In fact, maximal 
resolution requires that the image of the LC-SLM chip fills the back aperture of the 
objective. For a given number of pixels in the chip of the LC-SLM, this sets the size 
of the pixel imaged at the back aperture ( )a  and thus the extent of the FoS. Larger 
FoS can be obtained by underfilling the back aperture (smaller a), at the expense 
of resolution.

In the axial direction, the relative diffraction efficiency also decreases as the 
stimulation point is moved away from the focal plane of the objective [71, 77]. 
Indeed, the LC-SLM behaves as a diffraction grating of periodicity equal to the 
interpixel distance. Light diffracted from a single LC-SLM pixel propagates from 
the pupil of the objective to the sample within a cone of half angle θ = λ/2a. This 
limits the extent of the axial region illuminated by LC-SLM pixels imaged at the 
border of the objective back aperture and causes a decrease in relative diffraction ef-
ficiency for points farther away from the focal plane [77]. The maximal achievable 
axial displacement of a holographic point is limited by the numerical aperture of 
the microscope objective to ~ / 2objnf aNAλ  [72, 77]. The bell-shaped profile of the 
relative diffraction efficiency can be computed numerically, by adding the contribu-
tion of all LC-SLM pixels to a stimulation point in the sample at different positions 
along the optical (z-) axis [77].

As an example, for an illumination wavelength of 1060  nm, consider-
ing a typical pixel size at the back focal plane of the objective of ~ 20 μm and a 
20 ×, 1.0 NA objective with focal length 9 mm, the 3D FoS of digital holography is 
~ 400 × 400 × 400 μm3 (Table 9.1).

9.3.6 � Dynamical Alternation of Patterns

Different phase profiles can be sequentially displayed by LC-SLMs, resulting in 
dynamical alternation of light patterns at the sample. However, the refresh rate is 
limited by the response time of the liquid crystals (LC), the properties of the elec-
tronic circuit driving the chip, and the type of interface between the LC-SLM and 
the computer.

Different types of LC have specific response times. Ferroelectric LCs can alter-
nate phase profiles at KHz rates, but they are limited to a binary phase modulation 
[85]. This greatly reduces diffraction efficiency (to a theoretical upper limit of 40 % 
and often a lower actual value) [71].

Nematic LCs are more commonly used to build LC-SLMs for digital hologra-
phy, since they allow finer phase modulation (typically 8-bit, 256 values for a full 
2π phase modulation) and better diffraction efficiency (> 85 %, for a diffraction-
limited point near the center of the FoS) [85, 86]. However, their increased viscosity 
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reduces the response time by an order of magnitude. Moreover, both the response 
time and the maximum amount of phase delay introduced by a nematic LC-SLM 
are proportional to the thickness of the LC layer. Reflective LC-SLMs, where inci-
dent light travels twice through the LC layer, are almost always preferred to trans-
mission ones, since they allow a better compromise between the maximum phase 
delay and the refresh rate [70]. Nematic LC-SLM models available on the market 
(Hamamatsu, Boulder) have refresh rates on the order of 60 Hz, if coupled to a DVI 
computer interface, and > 100 Hz (Table 9.1) with a PCIe interface. Phase profiles 
can generally be pre-calculated and loaded into the interface, while the timing of 
presentation is controlled by an internal clock.

9.3.7 � Two-Photon Digital Holography

The basic alignment of a digital holography setup does not change between one-
photon and two-photon systems, apart from the need for specific reflective coat-
ings on the LC-SLM and the other optical elements (lenses, mirrors), which should 
match the appropriate wavelength range.

Effects of scattering on two-photon excitation of a small diffraction limited spot 
have been extensively characterized in the framework of two-photon imaging [65, 
87, 88] and are mostly limited to loss of ballistic power. Recent work also explored 
the propagation of holographic patterns deep into brain tissue. Experimental data 
and computer simulations showed that holographic patterns are more robust to scat-
tering than Gaussian spots of comparable size and maintain their x–y spatial coher-
ence, as well as z-confinement up to a depth of ~ 250 µm (λ = 800 nm) [84, 89]. The 
robustness to scattering is due to the much broader angular spectrum (i.e., spatial 
frequency) content of a holographic beam compared to a low-NA, Gaussian beam, 
which must underfill the back aperture of the objective in order to generate a spot 
of comparable size. The broad angular content makes the holographic beam less 
sensitive to small perturbations in spatial frequency induced by scattering in the tis-
sue, allowing nearly undistorted propagation of the holographic pattern. The depth 
penetrance of holographic beams can be further increased (up to 500 µm, Table 9.1) 
by coupling digital holography with temporal focusing [81, 84, 90, 91].

Temporal focusing [90, 91] utilizes a diffraction grating to disperse the spectral 
components of the laser pulse, thereby widening the temporal profile of the illu-
mination beam. The separated frequencies travel different paths through the tissue 
and recombine only in the front focal plane of the objective. As a result, the laser 
pulse reaches its minimum duration only in the focal plane allowing maximal prob-
ability for two-photon absorption. This confines the two-photon excitation to a few 
micrometers (~ 5 µm) [81] above and below the focal plane, significantly improving 
the z-confinement of the holographic pattern. Temporal focusing also improves the 
spatial homogeneity of the holographic pattern when propagating through scatter-
ing samples [84, 89]. Importantly, while temporal focusing allows deeper penetra-
tion, it is associated with power loss at the diffraction grating (~ 20 %). Therefore, 
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when implementing this strategy, power loss due to the combined effects of optics 
and scattering must be first characterized in order to estimate the number of targets 
that can be modulated optically in the deep layers.

One disadvantage of two-photon versus one-photon excitation is the higher 
power requirement, due to the dependence of two-photon absorption probability 
on the squared intensity of the illumination light. This limits the number of targets 
that can be stimulated simultaneously by two-photon digital holography. In digital 
holography, the available power is split among the illuminated spots, proportion-
ally to their area. Thus, for a constant illumination power, the intensity in a circular 
area of radius R will be about fourfold lower than that in a spot of radius R/2, and 
the two-photon absorption probability will decrease by 16-fold. On the other hand, 
larger spots are often more efficient at stimulating neurons. Opsins such as Chan-
nelrhodopsin 2 (ChR2) have a relatively large two-photon cross-section, but a low 
single-channel conductance [45]. Thus, a neuron expressing ChR2 is optimally ac-
tivated by a low-intensity (> 0.2 mW/μm2) spot, covering the entire cell body [83, 
84]. 2D extended patterns can be used to activate multiple neurons simultaneously, 
with stimulation pulses of a few milliseconds [84, 89, 92].

An alternative solution is to rapidly scan a small diffraction-limited two-photon 
excitation spot across a neuronal cell body, recruiting multiple opsin molecules se-
quentially [45]. This approach is particularly efficient for ChR variants with in-
creased single-channel conductances and longer off-time kinetics [93, 94]. In one 
implementation of this strategy, a 3D distribution of diffraction-limited holographic 
spots is generated to target multiple neuronal cell bodies. The holographic beam is 
then scanned by galvanometric mirrors, such that all the spots are simultaneously 
steered through the target cell bodies. This approach has the potential to allow si-
multaneous activation of a larger number of cells, at the expense of longer simula-
tion times (tens of milliseconds, with the currently available ChR variants) [93].

To date, a study assessing the maximum number of neurons that can be activated 
simultaneously by two-photon digital holography is still lacking. Given currently 
available laser technology, opsin variants, and constraints imposed by tissue photo-
damage, a reasonable estimate for the number of neurons that can be simultaneously 
modulated using two-photon digital holography is in the range of a few tens [47, 
84, 93].

9.3.8 � Caveats

Zeroth Diffraction Order and Ghost Spots  The LC-SLM behaves as a diffraction 
grating. As such, it modulates a fraction of the incident light to form a first diffrac-
tion order (the desired spot pattern). However, an important fraction of incident 
light, corresponding to the constant component of the electric field (zeroth diffrac-
tion order), remains unmodulated and is focused into a diffraction-limited spot at 
the sample. Yet another fraction of the incident light is lost as ghost spots, fainter 
replicas of the desired spot pattern.
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There are two sources of ghost spots. One set of ghosts is generated by the phase-
only modulation algorithm, as higher harmonics (higher diffraction orders) of the 
basic frequency in the LC-SLM diffraction grating. Another set of ghosts results 
from the pixelated nature of the LC-SLM (Fig. 9.9). At the front focal plane of the 
objective, a replica of the spot pattern is generated periodically due to the convolu-
tion of the spot pattern with the comb function arising from the pixelated nature of 
the LC-SLM. The period of these ghost spots is given by /objf aλ  (a, SLM pixel 
size imaged at the back aperture of the objective) and is equal to the half-width of 
the bell-shaped relative diffraction efficiency profile (Sect. 9.3.5, Eq. 9.13). Hence, 
by reducing the effective FoS ( 2 / )objFoS f aλ=  by half, these ghosts spots can be 
prevented from reaching the sample [71]. This can be easily achieved by placing 
a variable aperture diaphragm in a plane conjugated with the sample plane (e.g., 
focal plane of L3, Fig. 9.5). In the same plane, it is convenient to insert a small 
block (as simple as a black-painted aluminium foil glued on a glass cover slip) 
to mask the focused zeroth-order component [66]. If blocking part of the field of 
view to eliminate the zeroth-order and the undesired diffraction components is not 
feasible, alternative strategies can achieve the same effect [71, 82, 95]. Finally, an 
appropriate choice of the LC-SLM helps reduce the amount of light directed into 
the zeroth-order and ghost spots (Sect. 9.3.9). Corrections to the basic digital holog-
raphy algorithms discussed in Sect. 9.3.3 also improve efficiency in directing light 
toward the desired spots [69, 70, 86].

High Frequency Spatial Intensity Inhomogeneities  Figures  9.7 and 9.8 show 
examples of extended 2D holographic patterns, imaged on a thin fluorescent layer. 
It is immediately apparent that the intensity of the patterns is not homogeneous, 
but rather characterized by high-frequency inhomogeneities (speckles). The ori-
gin of speckles is the IFTA algorithm used to generate the holographic patterns 
(Sect. 9.3.3), since the phase at the front focal plane of the objective is treated as a 
free parameter. As a consequence, overlapping points in the pattern can have com-
pletely different phases, interacting constructively (bright speckles) or destructively 
(dark speckles) [96]. The effect is particularly evident for two-photon excitation, 
given that the quadratic dependence of the emitted fluorescence on the light inten-
sity accentuates the brightness differences between neighboring speckles.

Speckle patterns are generally only a minor problem for photostimulation ex-
periments, because diffusion of the active molecules in the extracellular and intra-
cellular space (caged compounds), or horizontal diffusion in the cellular membrane 
(optogenetic actuators), even out any inhomogeneities in the illumination profile. 
Smoother patterns may however be desirable for targeting smaller structures (aver-
age dendrite width is comparable to the diameter of a single speckle) and in cases 
when light patterning by phase modulation is used for optical imaging experiments. 
Indeed, smoother patterns can be achieved using modified digital holography meth-
ods [79, 96–99] or other phase-modulation techniques such as generalized phase 
contrast [100, 101].
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9.3.9 � Tips for Practical Implementation

Choice of the Light Source  Unlike intensity modulation, phase-modulation light 
patterning techniques require the use of coherent light sources (laser illumination), 
which generate a planar wavefront, allowing effective phase modulation unattain-
able via incoherent light sources. For the same reason, phase-modulation techniques 
cannot be coupled with light guides that do not preserve phase information (such as 
many optical fibers).

For one-photon stimulation, relatively cheap lasers producing a 50–100 mW con-
tinuous output can be used. In two-photon digital holography, femtosecond oscilla-
tors should be used. The probability of two-photon absorption is proportional to the 
peak light intensity [64], so this parameter (together with photodamage) ultimately 
determines the maximum number of targets that can be stimulated simultaneously. 
Titanium–sapphire lasers have been effectively used for multipoint photo-uncaging 
[67], but their power decreases steeply at wavelengths > 950 nm. For red-shifted 
optogenetic actuators, single-line femtosecond oscillators [93] and regenerative 
amplifiers [102] are more powerful choices.

Choice and Alignment of the LC-SLM  The choice of the LC-SLM, as well as its 
characterization and alignment, is critical to a successful implemention of digital 
holography.

One important characteristic of the LC-SLM is the diffraction efficiency, calcu-
lated as the percentage of the incident light that is redirected to the first diffraction 
order (useful signal). For fine phase modulation, it is key to achieve good diffrac-
tion efficiency. In this respect, nematic LCs allowing multilevel phase modulation 
are preferable to binary ferroelectric LCs (Sect. 9.3.6). In addition, the actual num-
ber of achievable phase levels depends on the type of digital–analog interface (8-bit 
or 16-bit). The shape of the lookup table (LUT, Box 2) also influences the degree 
of phase modulation, a linear LUT being preferable to a nonlinear one. Another 
important parameter is the fill factor of the LC-SLM chip, accounting for the space 
between the LC pixels, where no phase modulation occurs.

If high diffraction efficiency is critical for the success of an experiment, more 
advanced characterization of the LC-SLM may be required. Measuring a regional 
LUT (within different sectors of the LC-SLM) can help compensate for inhomoge-
neous phase modulation across the LC-chip [85]. Furthermore, it is convenient to 
use a wavefront analyzer to measure the actual phase of the holographic beam when 
a flat phase profile is applied to the LC-SLM. If any distortion of the wavefront is 
observed, a compensatory mask can be applied to the LC-SLM [82]. Finally, dif-
fraction efficiency can be improved by compensating for the electrical crosstalk 
between adjacent pixels [86].

For experiments targeting multiple neurons in a circuit, a large FoS is conve-
nient. In this scenario, LC-SLMs with a larger number of pixels allow for a better 
compromise between the extent of the FoS and the resolution (Sect. 9.3.5).
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Choice of the Lenses I n digital holography, the choice of lenses focal length deter-
mines the performance of the setup in terms of available power at the sample, 
quality of resolution, and extent of the FoS. A first telescope (L1-L2 in Fig. 9.5) 
is used to expand the laser beam impinging on the LC-SLM. The best configura-
tion for uniform illumination is to choose the telescope magnification such that the 
beam slightly overfills the longer dimension of the LC-SLM chip. The choice of 
the second telescope, imaging the LC-SLM into the back aperture of the micro-
scope objective, is more critical, since it sets the trade-off between resolution and 
FoS (Sect. 9.3.5): Overfilling the back aperture assures maximum resolution, while 
underfilling it allows for a larger FoS.

Integrating Digital Holography Setup in Commercial Systems D igital holography 
can be assembled in a custom-made setup, but is also easily coupled into commer-
cial microscopes. For this purpose, it is convenient to mount the holographic setup 
(Fig. 9.5) horizontally on a breadboard, at a height slightly above the back aperture 
of the objective. A dichroic mirror can be used to rotate the horizontal holographic 
beam by 45°, so that it impinges vertically on the back aperture of the objective. In 
upright microscopes, a dichroic module can be mounted right below the epifluo-
rescence arm [66]. Alternatively, the imaging tube lens of the microscope can be 
used as the last lens of the holographic setup (L4). This imposes some additional 
constraints on the choice of focal lengths for the other lenses in the setup. Moreover, 
the user should make sure that the tube lens is placed at a distance from the back 
aperture of the objective equal to the focal length of the tube lens itself (which is not 
always the case in commercial systems).

Combining Digital Holography and Imaging  The easiest configuration is to imple-
ment 2D digital holography and imaging in the same plane [82, 103]. This is 
achieved by coupling both the imaging and the photostimulation light paths onto 
the same microscope objective. The two paths can use different light wavelengths, 
which can be combined with a dichroic mirror above the microscope objective. 
Alternatively, if the absorption spectra of photosensitive actuators are compatible 
and the available power is sufficient, the same laser source can also be split between 
the imaging and digital holography paths. For example, polarizing beam splitters 
can be used for both separating and recombining the two illumination lines.

In neuronal circuits where the input and the output layers are well defined, it is 
possible to use digital holography to stimulate in one layer, while imaging in anoth-
er layer [47]. Generally, the imaging plane is defined by the axial position of the mi-
croscope objective through focusing (moving the objective) and coincides with the 
focal plane of the objective itself. In order to displace the photostimulation pattern 
to a different plane, a curvature can be introduced in the phase pattern at the LC-
SLM to compensate for the axial movement of the objective [104]. If an LC-SLM 
is introduced in the imaging laser path, the same method can be used to displace the 
imaging plane, without changing the axial position of the objective [105, 106]. Thus 
temporally, this approach is not limited by the inertia of the objective, but only by 
the refresh rate of the LC-SLM (> 100 Hz). Moreover, the use of a LC-SLM allows 
compensating for spherical aberration that would otherwise deteriorate the image 
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quality. Remote focusing [73, 80, 107] is an alternative aberration-free method that 
can be used to modify the imaging plane (by axial shift or tilt) without moving the 
principal microscope objective.

Introducing a variable wavefront curvature selectively in the imaging path could 
potentially be also achieved using a deformable mirror [108], a variable focus lens 
[109, 110], or acousto-optical deflectors [31, 44, 111].

Note that these methods are also compatible with intensity modulation tech-
niques (Sect. 9.2).

9.3.10 � Applications

Digital holography was first used in biology in the context of optical tweezers [68, 
112]. Here the electric field generated by focused light beams is used to “trap” and 
manipulate microscopic particles and microspheres, as well as viral particles and 
bacteria. The first implementation of digital holography created multisite 3D light 
traps [68, 112]. Later, the technique was used in neuroscience, where simultane-
ous illumination of extended 2D patterns or multiple spots in 3D allowed multisite 
neurotransmitter uncaging [66, 67]. The ability of digital holography to generate 
extended 2D light patterns was exploited to target individual [66] and multiple [82, 
103] neurons simultaneously in brain cell cultures and slices, as well as neuronal 
compartments, such as dendritic branches [66]. Fast holographic illumination was 
also applied to photostimulate retinal ganglion cells in genetically or pharmacologi-
cally blind retinas [113]. Recently, focal 3D multipoint uncaging was used to study 
dendritic integration and neuronal signal propagation [80, 114, 115].

Importantly, almost from the start, digital holography was extended to two-pho-
ton illumination allowing patterned photostimulation in scattering brain samples 
[67, 81]. Preliminary studies on two-photon stimulation of ChR-expressing neurons 
in brain slices [84, 93] open exciting venues for future in vivo applications. Finally, 
digital holography is not limited to photostimulation experiments, but it has also 
been successfully implemented for multiplexed two-photon imaging [67, 103, 105, 
116, 117].

Despite these exciting developments, the potential of light patterning by inten-
sity or phase modulation in neuroscience remains vastly unexplored. Further devel-
opments will benefit from reducing the gap between developers and endusers and 
from pursuing a systematic approach to iteratively test, adapt, and optimize these 
novel techniques by going back and forth between the optical bench and “real-life” 
experiments in slice preparations, anesthetized and awake behaving animals.
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Glossary

  1.	 4f configuration: an optical configuration involving two lenses of focal length 
‘f’. The object is placed at focal length distance from the first lens and the dis-
tance between the two lenses is 2f. This configuration ensures that the distance 
between the object and its image is 4f. Even when two lenses of different focal 
lengths are used (f1 and f2), the configuration is still commonly referred to as a 
4f. system.

  2.	 Absorption cross-section: a proportionality constant that determines the prob-
ability of a photon being absorbed by an absorber molecule. It has the units of 
area, which is why it is known as cross-section and can be imagined to be a 
perfectly absorbing disk of that area.

  3.	 Collimated beam: a beam of light with near-zero divergence that propagates 
through a given medium. Lasers are highly collimated, but light from extended 
sources like lamps and LEDs is not.

  4.	 Comb function: a periodic function composed of individual delta functions 
repeated at a particular interval. Also known as impulse train or sampling func-
tion in engineering. The Fourier transform of the comb function is another 
comb function with different periodicity.

  5.	 Conjugate plane: if all points residing in a given plane P are imaged onto 
another plane P’ by a lens, then P and P’ are said to be conjugate planes of each 
other. In an optical system with more than one lens, changes in the amplitude or 
phase at any given plane propagate to all other conjugated planes.

  6.	 Diffraction grating: an optical component with periodic variation of phase 
across the surface that causes constructive/destructive interference to produce 
characteristic diffraction patterns.

  7.	 Diffraction-limited spot: the theoretical minimum spot size that can be achieved 
after focusing a coherent light beam using a lens. The size of the spot at the 
focal plane is proportional to the wavelength of light and inversely proportional 
to the numerical aperture of the lens. The function that describes the intensity 
distribution of a diffraction-limited spot in 3D is known as the point-spread 
function.

  8.	 Focal plane: the point where rays parallel to the optical axis converge after 
passing through a lens is called the focus. The plane perpendicular to the optical 
axis containing the focus is called the focal plane (technically the front focal 
plane). Back focal plane refers to the image plane of an object placed at infinity 
and is located at a focal distance from the center of the lens, but symmetrically 
opposite from the front focal plane.

  9.	 Gaussian spot: a spot generated by a Gaussian beam when focused, whose 
intensity profile can be fitted with 2D Gaussian function in the lateral plane.

10.	 Ghost-replicas: the higher-order diffraction patterns (low-intensity repeats) of 
a light mask when using a coherent light source.
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11.	 LED (Light-emitting diodes): a small semiconductor device made up of a pn-
junction diode that emits photons (whose energy correspond to the band gap) 
when an electric potential is applied.

12.	 Mean free path: the average distance travelled by light (photons) between suc-
cessive collisions (scattering) in the propagating medium.

13.	 Rectangular (rect) function: a step function of a particular duration. Its Fourier 
transform is a sinc function, whose un-normalized form matches the diffracting 
pattern from a single-slit (rect function) experiment.

14.	 Temporal coherence: two waves are coherent if they have a constant phase 
difference between them. For light sources, it is a condition where all the indi-
vidual light emitters (electron transitions in atoms at the source) have a constant 
phase difference between themselves, as is the case of LASERs.

15.	 Wavefront: the spatial envelope of all the points in a wave that have the same 
phase.
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